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In this article we present a semi-fragile watermarking scheme for authenticating intra-coded frames in compressed 
digital videos. The scheme provides the detection of content-changing manipulations while being moderately robust 
against content-preserving manipulations. We describe a watermarking method based on invariant features referred to as 
interest points. The features are extracted using the Moravec-Operator. Out of the interest points we generate a binary 
feature mask, which is embedded robustly as watermark into the video. In the verification process we compare the 
detected watermark with the interest points from the video to be verified. We present test results evaluating the 
robustness against content-preserving manipulations and the fragility in terms of content-changing manipulations. 
Beside the discussion of the results we propose a procedure to provide security of the scheme against forgery attacks. 
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Today there are numerous application domains for watermarking-based authentication, like juristic, military and 
medical scenarios. A common example is video authentication for surveillance-cameras, which is important when the 
captured video streams are used at court. For authentication watermarking, fragile and semi-fragile approaches are two 
strategies. Fragile watermarking allows us to detect any slight manipulation on a material and can be compared to 
cryptographic hash functions and digital signatures [1]. To reduce the huge amount of data already watermarked videos 
have to be re-encoded into MPEG-1/2 streams of lower bit rate. Such compression, considered as content-preserving 
manipulation [2], makes a video unauthentic using a fragile watermarking scheme. Therefore, the latter is not suitable 
for authentication. Semi-fragile watermarking will be more appropriate in order to differentiate between content-
preserving and content-changing manipulations. More generally, we mean by content-preserving manipulations those, 
which are applied in post-production processes such as compression or format changes. Content-changing 
manipulations remove, insert or replace objects in a single frame or a sequence of frames. 

We describe in this paper a semi-fragile watermarking scheme for MPEG-1/2 compressed videos. With the scheme we 
can localize the manipulated positions. As the predicted frames of MPEG-1/2 (P- and B-frames) [3] store the differences 
to the intra-coded frames (I-frames), we concentrate only on the authentication of I-frames. Manipulations on I-frames 
will result in modifications of the predicted frames.  

The paper is organized as following: In section 2 we give a short review on existing semi-fragile watermarking schemes 
for compressed video data. In section 3 we present our framework for content-fragile watermarking followed by the 
experimental results in section 4. In section 5 we discuss security issues and we present a possible solution. The paper 
finishes with a conclusion and future issues. 

��� 5(/$7('�:25.�
Several approaches for semi-fragile watermarking schemes for compressed images [5] and videos [4] were proposed in 
the past. In this work we address semi-fragile watermarking using our concept introduced in [6]. Our basic idea is to 
detect features from video frames, which are invariant to content-preserving manipulations but fragile to content-
changing ones. We generate a feature vector and we embed it in a robust way into the I-frames of MPEG-1/2 
compressed videos.  

A concept for feature detection was proposed by Lin and Chang [2]. They use a relationship between two coefficients in 
a JPEG image, which is invariant to JPEG compression with a pre-determined lowest quality factor. This relationship is 
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used to generate a semi-fragile feature vector. Together with information to recover the original material, the feature 
vector is embedded by changing the least significant bits (LSB). In [6] we apply the concept for generating a feature 
vector using an energy relationship between block groups of 8x8 pixels in a given MPEG-1/2 I-frame. The embedding 
procedure is done with the Differential Energy Watermarking (DEW) scheme [8]. 

While the previously introduced approaches concentrate on semantic relationships inside JPEG images and MPEG-1/2 
I-frames our approach detects manipulations on the content itself. The general concept is similar to an approach 
proposed by Dittmann et al. [9]. They generate a feature vector with an edge detection algorithm. As in [6] and [2] the 
robustly embedded feature vector is used to check the authenticity of the material and to localize possible manipulated 
positions. 

In [13] we introduced a scheme using object detection to detect manipulations on parts of an image, defined as regions 
of interest (ROI). The protected objects are faces, detected by the approach in [14]. The scheme is able to detect 
manipulations on the content, e.g. moving faces. In contrast to the scheme proposed in this work the face detection 
system must be trained to detect the objects. 

In [10] Yin and Yu introduced a hybrid watermarking scheme for identifying manipulations in the spatial domain as 
well as in the temporal domain. As a first indication for a manipulation in the spatial domain they use a highly fragile 
watermark, denoted as 0). If 0) has been broken they try to detect a robust watermark 05, which is robust to 
transcoding processes. Embedded control data including the frame order and frame position in a group of pictures 
(GOP) help to identify manipulations in the temporal domain. The information of the current GOP is embedded into the 
next GOP. In order to detect manipulations in the temporal domain we use a similar approach, being presented in the 
next section. 

The feature vector extraction process is based on interest-operators. These are methods, which detect interest points in 
images. Interest points should be able to be identified even in image sequences with motion. Interest-operators are 
commonly used for feature extraction in the field of image matching and analysis. Further application fields are robotic 
systems and driving assistant systems. Methods for identifying interest points were addressed by Moravec [11] and 
Förstner and Gülch [12]. 

��� 285�0(7+2'2/2*<�
We focus in this work on a semi-fragile watermarking scheme for digital videos based on invariant features referred to 

as prominent blocks. The prominence of a block is computed using the algorithm of Moravec [11] for detecting interest 

points. The algorithm is totally un-supervised and does not require any a priori knowledge. The used feature is robust 

against content-preserving manipulations and sensitive to content-changing manipulations. Furthermore, the scheme 

provides security against forgery attacks. The approach proceeds as following: first, we generate a binary feature mask 

by detecting the most prominent blocks from a given I-frame. Then, we embed the binary feature mask robustly into an 

adjacent I-frame. At the detection stage, we detect and compare the watermark and the most prominent blocks of the 

current I-frame, in order to verify the authenticity and to find locations of possible malicious manipulations. 

�����%LQDU\�IHDWXUH�PDVN�JHQHUDWLRQ�
According to [11] we use the luminance values of an I-frame in order to compute the prominence of a pixel. Define 

�U�F�∈ 1��×1� as a location in a grey level frame and 9�U�F� �∈ 5� the response of the Moravec filter at �U�F� with 

orientation . In order to compute 9�U�F� ��we estimate the mean values of the squared intensity differences in vertical, 

horizontal and two diagonal directions. 9�U�F�∈ 5, defined as prominence of the pixel at �U�F�, results from the minimum 

of the four responses. Using the minimum, instead of averaging, makes the Moravec filter reacting only on significant 

grey value differences. Therefore this filter is less sensitive to noise and content-preserving manipulations. 

The watermark sequence is considered as a binary feature mask where an entry is set to 1 or 0 according to the 

following steps:  

•  First we use a smoothing filter on an I-frame to reduce noise.  

•  We subdivide an I-frame into block groups. The subdivision enables localization of possible manipulations 

inside a group.  

•  The prominence value, denoted by 9�EL� for each block EL, is defined as the mean of the prominence values for 

each pixel inside the block. As the middle and high frequencies will be used later for embedding the 
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watermark, these frequencies are not used for computing the interest values. This ensures that the binary 
feature mask will not be influenced by the embedded watermark.  

•  We declare a block EL as prominent, if the prominence value 9�EL��is among the N highest prominence values in 
the underlying group. If EL is a prominent block and EM is the block with the highest prominence of all non-
prominent blocks, then the following condition has to be fulfilled:  

9�EL��±�9�EM��!�W� � � � � � � � � � � (1) 

where W∈ 5 is a threshold. If the condition is true, we set the value for EL in the binary feature mask to 1, 
otherwise to 0. For all non-prominent blocks we set the value in the binary feature mask to 0. We use equation 
(1) in order to avoid changes in the binary feature mask after content-preserving manipulations. If the 
difference between 9�EL� and 9�EM� is too small, such a manipulation could marginally change the order of the 
prominence values in the group. This could result in the detection of an unauthentic group even a content-
preserving manipulation was applied. 
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Figure 1: Binary feature mask generation and embedding process 

�����(PEHGGLQJ�
Using a robust watermarking scheme we embed the binary feature mask into the underlying middle and high frequency 
DCT coefficients of one of the adjacent I-frames. In practice we use the Differential Energy Watermarking (DEW) 
scheme of Langelaar et al. [8] for compressed videos. It is robust against compression and provides good transparency 
and high capacity. Using this scheme we embed a binary value of the mask by enforcing an energy relationship of the 
DCT values between the upper and the lower part on a given block group. This relationship is achieved by deleting the 
high and middle frequency DCT coefficients in the blocks of the upper (resp. the lower) part of the group if the binary 
value is 1 (resp. 0). For security reasons the watermark positions are pseudo-randomly selected, controlled by a secret 
key.  

Other robust video watermarks can also be used for embedding the binary feature mask. The watermark has to be robust 
against compression while providing a high capacity. Moreover the embedding process of the watermark should not 
modify the DCT values used for computing the binary feature mask. A possible alternative could be the scheme, we 
proposed in [15]. 

Notice that the binary feature mask of the current I-frame is not embedded into the same frame. Any content-changing 
manipulation would influence the watermark and therefore localization will be impossible.  Our solution is to embed the 
binary feature mask of the current I-frame into a neighbouring frame.  

Figure 1 shows the feature generation and embedding process. After applying a smoothing filter we group the blocks of 
I-frame Q and compute for every block its prominence value. In this example one group contains 3 blocks. For every 
group we compute the most prominent block. In the example N is set to 1. As can be seen, one of the groups contains 
two blocks with the same prominence value. The group contains no block, which is most prominent. Hence for every 
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block in this group we set the value in the binary feature mask to 0. The generated binary feature mask is embedded 
with a secret key into one of the neighbored I-frames.  

�����:DWHUPDUN�GHWHFWLRQ�DQG�LQWHJULW\�YHULILFDWLRQ�
Figure 2 shows the watermark detection and integrity verification process. First we apply a smoothing filter on I-frame Q 
for reducing noise, caused by e.g. compression. We group the blocks of I-frame Q and compute the prominence value for 
each block. We apply the same rules as in the embedding process (continuing the example of figure 1) to generate the 
binary feature mask. 

From the neighbouring I-frame we detect the watermark position using the secret key. Without the secret key from the 
embedding process we are not able to find the correct watermarking positions. According to [8] we estimate the energy 
relationship of the DCT values between the upper and the lower part on a given block group. If the lower part has a 
higher energy than the upper part we detect 1 in that group, otherwise 0. 

We compare the detected watermark from the neighbouring frame with the binary feature mask of I-frame Q. The frame 
is authentic only if the vectors are similar. If a block group in I-frame Q is subject to content-changing manipulations, 
such as adding or deleting objects, then we expect that the prominence order will change significantly in that group. 
This manipulation can be detected and also localized by finding differences between the watermark and the binary 
feature mask.  
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Figure 2: Watermark detection and integrity verification process 

�����'HWHFWLQJ�PDQLSXODWLRQV�LQ�IUDPH�RUGHU�
Beside the detection of malicious manipulations inside frames it is important to detect cuts of scenes and the removal, 
reordering and replacement of single frames. A solution for this problem is to divide the frames in authentication 
groups. A similar mechanism we introduced in [7], which can be applied to a group of frames. Figure 3 shows an 
example of the framework. The group contains a fixed number of adjacent I-frames (here 3). Each frame contains the 
binary feature mask of its neighbouring I-frame and a group code [ as watermark. The group will be used for identifying 
the members of an authentication group. For security reasons [ should be inserted on different positions into the 
authentication message of each frame. For instance I-frame Q may contain the binary feature mask of I-frame Q���and 
group code [ as watermark. We explain the functionality of the authentication group with two examples.  

�
�
�
�
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([DPSOH����UHPRYH�D�IUDPH�
The removal of a frame can be detected by the group code. If I-frame Q�� has been removed only two members of the 
authentication group contain group code [. Due to the fact that I-frame Q�� can verify the integrity of I-frame Q we can 
detect the removal of I-frame Q��.  

([DPSOH����UHSODFH�D�IUDPH�
If I-frame Q�� has been replaced by another frame the integrity of I-frame Q���can not be verified. I-frame Q would be 
verified as authentic with the watermark embedded in Q��. This would be an indication for the authenticity of Q��. If 
the inserted frame is not similar to Q�� the manipulation can be detected easily. If the inserted frame is similar to Q�� 
the manipulation can be detected by the missing watermark containing group code [. 

Beside the removal of a single frame it is possible that a complete group has been removed. For that case we can use 
group code [. For simplicity [ can be a combination of only a few bits, which changes from one group to another. 
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Figure 3: Example of an authentication group 
 

��� (9$/8$7,21�
In our preliminary experiments we studied two aspects in terms of the binary feature mask: robustness against content-
preserving manipulations and fragility against content-changing ones. We used a set of 100 images, divided into 10 
different categories, like e.g. 3D images and images with uniform or textured areas. Each image was converted into a 
separate MPEG-1 video of resolution 352x288 pixels with a bit rate of 1.152.000 bit/s. The resulting MPEG videos 
consisted of a single I-frame representing the original image. We used up to 6 low frequency AC and DC values for 
each 8x8 DCT block in order to compute low-pass filtered luminance values of the individual pixels of the I-frame. The 
images were smoothed using different Gaussian and mean value filters of size 3x3, 5x5, 7x7 and 9x9 pixels. Such filters 
are often used for noise removal after compression.  

At this stage we apply the Moravec filter at each location in a neighbourhood of 3x3 pixels. Then we estimate the 
prominence value for each block of 32x32 pixels. The block size is chosen to balance the embedding capacity of the 
robust watermark and the precision of detecting manipulations. The value of each block in the binary feature mask is set 
to 1 if the block is the most prominent inside the group of three blocks. The threshold W introduced in (1) varies between 
0.0 and 1.0. After compression the resulting binary feature mask contains 66 entries. 

�����5REXVWQHVV�
When evaluating the robustness of the binary feature mask we applied several content preserving manipulations on the 
material: 

•  Manipulation 1: re-encoding 
•  Manipulation 2: compression down to 75% of original bit rate 
•  Manipulation 3: compression down to 50% of original bit rate  
•  Manipulation 4: scaling down to 50% of the original resolution 
•  Manipulation 5: scaling up to 200% of the original resolution 
•  Manipulation 6: additive Gaussian noise with variance 5% of the colour values 
•  Manipulation 7: additive Gaussian noise with variance 10% of the colour values 

 
We analysed whether the binary feature mask in the manipulated video is identical to the original one. For each video 
we estimated the error bit rate, which is the ratio of different bits between the binary feature mask of the original and 
manipulated video in relation to the total number of bits. Our experimental results (see figure 4) show that the average 
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of the error bit rate differs between 0.45% (Manipulation 1) and 2.84% (Manipulation 7). The robustness of the feature 
depends on the applied manipulation. Manipulations 4, 6 and 7 decrease the visual quality. This has a significant 
influence on the robustness of the binary feature mask. Because these attacks decrease the intensity of edges 
(Manipulation 4) or produce additional significant grey values (Manipulation 6 and 7) the prominence values of 
different blocks change. A shifting in the order of the prominence values after such a manipulation makes a group 
unauthentic. 

We achieved the best results for robustness against content-preserving manipulations with the following parameter 
setting: 

•  Filter: combination of Gaussian and mean value filter with a resolution of 9x9 pixels 
•  Compute low-pass filtered luminance values only with the DC value 
•  Threshold W is set to 1.0 

 

The setting of filter, threshold and coefficients decreases the intensity of edges. Hence the manipulations 4, 6 and 7 have 
not such a strong influence on the robustness of the binary feature mask. 
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Figure 4: Robustness of binary feature mask against content-preserving manipulations 

�����6HQVLWLYLW\�
We focus in this section on the sensitivity in terms of content-changing manipulations. On each of the 100 videos we 
applied the following most common manipulations: 

•  Manipulation 1: insert a logo 
•  Manipulation 2: move an object 
•  Manipulation 3: remove an object 
•  Manipulation 4: rotate an object (rotation angle differs between 5° and 180°) 

•  Manipulation 5: replace an object by another one 
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The results are shown in figure 5. As can be seen the rates of correctly detected manipulations differ from 29.43% up to 
73.66% depending on the kind of manipulation. The binary feature mask was most sensitive to manipulations 1 and 5. 
The sharpness and brightness of the inserted logo in manipulation 1 and of the object, which replaced another one, in 
manipulation 5 is different to the rest of the I-frame or significantly different to the removed object. The binary feature 
mask was less sensitive to manipulation 4. The reason for the loss of sensitivity can be found in the block size of 32x32 
pixels. The rotation of a small object inside a block only marginally influences the prominence value of the block.  

The best sensitivity in terms of content-changing manipulations was achieved with the following parameter setting: 

•  Filter: combination of Gaussian and mean value filter with a resolution of 3x3 pixels 
•  Compute low-pass filtered luminance values with 6 low frequency AC values and the DC value 
•  Threshold W is set to 0.5 
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Figure 5: Sensitivity of binary feature mask compared to content-changing manipulations 

�����5REXVWQHVV�RI�ZDWHUPDUNLQJ�VFKHPH�
Finally we combined the robust watermark introduced in section 3.2 with the binary feature mask. In order to generate 
the binary feature mask, we used the following parameters: 

•  Filter: mean value filter with a resolution of 5x5 pixels 
•  Compute low-pass filtered luminance values with 6 low frequency AC values and the DC value 
•  Threshold W is set to 0.4 

 
The parameter setting was chosen because it provides a good sensitivity in terms of malicious manipulations while 
being moderately robust against content-preserving manipulations. We used a group size of 16x48 pixels and 32x16 
pixels to embed one bit of the binary feature mask into the I-frame. The group size was chosen because of the capacity 
of 66 bit being embedded in one frame. Table 1 shows the results for the robustness evaluation compared to 
compression and re-encoding. The error bit rate is the ratio of different bits between the originally embedded vector and 
the retrieved watermark in relation to all embedded bits. Our preliminary results show that the DEW scheme is only 
moderately robust against these content-preserving manipulations. The reason for the high error bit rates can be found in 
the high capacity we require. The scheme enforces an energy relationship into the groups to embed one bit. To be robust 
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the energy difference between the upper and the lower part of the group has to be high enough. Especially in videos 
with large plain areas the energy difference is too low. Hence the DEW scheme is less robust in these videos. As a 
challenge for the future we will investigate the evaluation of other schemes for embedding the binary feature mask into 
the videos, e.g. the scheme proposed in [15]. Further optimisation is focussed on applying error correction codes to the 
robust watermark. 
 
� 5H�HQFRGLQJ� &RPSUHVVLRQ����� &RPSUHVVLRQ�����
Group size 16x48 pixel 13,05% 11,00% 27,25% 
Group size 32x16 pixel 13,50% 14,08% 32,05% 

 
Table 1: Error bit rates of DEW scheme compared to content-preserving manipulations 

��� 6(&85,7<�
For the application of our watermarking scheme in military and juristic scenarios it is necessary to analyse the security 
of the scheme. In this case we have to concentrate on the difficulty to create forgeries, which will not be detected by the 
watermarking scheme. The scheme provides security in two ways: 

���5DQGRPQHVV�IRU�WKH�FUHDWLRQ�RI�WKH�ELQDU\�IHDWXUH�PDVN�
Different levels of security and randomness can be considered when we build the binary feature mask. Our solution 
consists of selecting arbitrarily groups of blocks using a secret key. We use triangulation as a simple method to select 
arbitrarily constellations of blocks spanned over the whole I-frame. Figure 6 gives an example. First, we set a particular 
triangle in the upper-left corner of the I-frame. Then the whole space of the I-frame will be covered with triangles whose 
dimensions are randomly selected using a secret key. At the end of the covering process all the blocks crossing a given 
triangle will belong to the same group. These random triangular groups will prevent an attacker from generating forged 
blocks, which might lead to a forged binary feature mask.  
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Figure 6: Example for grouping blocks using triangulation 

 
���8VLQJ�WKH�ORZ�IUHTXHQF\�$&�FRHIILFLHQWV�
Using only the low frequency AC coefficients and the DC coefficients for generating the binary feature mask makes it 
difficult for an attacker to generate a forged image. He has to apply manipulations, which do not affect the middle and 
high frequencies. Otherwise he would affect the embedded watermark, which will be detected during the integrity 
verification. It has to be analysed in which way it is possible to create a new object, which does not affect the binary 
feature mask and the embedded watermark. At the same time the forgery should not contain visual artefacts.  
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��� &21&/86,21�
We have introduced in this work a semi-fragile watermarking scheme for protecting I-frames in MPEG-1/2 videos. The 
scheme uses the Moravec operator in order to build a semi-fragile binary feature mask, which is embedded robustly in 
its adjacent I-frame. Preliminary results show the robustness to content-preserving manipulations and fragility to 
content-changing manipulations. Security can be introduced by using arbitrarily groups of blocks depending on a secret 
key. Using only low frequency coefficients for generating the binary feature mask provides additional security against 
forgeries.  

As a future work we will focus on increasing the robustness and the fragility of the binary feature mask depending on 
the manipulation. We will also consider other possible content-preserving manipulations such as increasing the contrast, 
for instance by histogram equalization. Moreover we have to evaluate whether the watermarking scheme can detect 
manipulations, which change object colours. Modifying the colour of an object can influence its meaning, e.g. a striped 
flag. A further challenge is the robustness of the watermarking scheme, which embeds the binary feature mask. 

 

$&.12:/('*0(176�
The information in this document is provided as is, and no guarantee or warranty is given or implied that the 
information is fit for any particular purpose. The user thereof uses the information at its sole risk and liability. The work 
described in this paper has been supported in part by the European Commission through the IST Programme under 
Contract IST-2002-507932 ECRYPT. 
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